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Abstract

This paper presents a Hierarchical Context Hidden Markov Model (HC-HMM) for behavior understanding from video streams in a nursing
center. The proposed HC-HMM infers elderly behaviors through three contexts which are spatial, activities, and temporal context. By considering
the hierarchical architecture, HC-HMM builds three modules composing the three components, reasoning in the primary and the secondary
relationship. The spatial contexts are defined from the spatial structure, so that it is placed as the primary inference contexts. The temporal
duration is associated to elderly activities, so activities are placed in the following of spatial contexts and the temporal duration is placed after
activities. Between the spatial context reasoning and behavior reasoning of activities, a modified duration HMM is applied to extract activities.
According to this design, human behaviors different in spatial contexts would be distinguished in first module. The behaviors different in
activities would be determined in second module. The third module is to recognize behaviors involving different temporal duration. By this
design, an abnormal signaling process corresponding to different situations is also placed for application. The developed approach has been
applied for understanding of elder behaviors in a nursing center. Results have indicated the promise of the approach which can accurately
interpret 85% of the elderly behaviors. For abnormal detection, the approach was found to have 90% accuracy, with 0% false alarm.
� 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

Due to the lengthening of the human ages, the elderly’s daily
health care has become one of the most critical issues in our so-
ciety. As such, how to use the current technology for improving
the well being of the elderly daily life has become increasingly
important. Due to the increased necessity of assisting elderly
care, there are several nursing centers being established, some
of which are installed with cameras for monitoring the elderly
situation in every bedroom and hallway, for preventing them
from unexpected accidence. However, this approach requires a
dedicated person watching all of the screens at all time, which
is a high human burden and cannot be avoided of the poten-
tial of human occasional negligence. Furthermore, monitoring
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abnormal behaviors should consider past behavior history and
contextual environment event occurs. Thus an approach which
can understand the elderly behaviors from their daily life based
on video sequence would provide great assistance to monitor
the elderly situation.

Many literatures have dedicated to human behavior under-
standing [1–7]. However, most of the results involve only the
recognition of primitive action such as, walking, running, sit-
ting, and etc., which are all far from the purpose of understand-
ing daily life behaviors. The approach in Refs. [8,9] performs
human behavior recognition through feature matching. Usually
human behaviors would be different with personal profile. Thus,
a learning mechanism should be applied into the recognition
procedure in order to extract the dynamic human behaviors.
Carter et al. [10] combined the Bayesian and Markov chain to
recognize human behavior. Kumar et al. [11] proposed a frame-
work for behavior understanding from traffic. The approaches
in Refs. [12–14] perform behavior recognition through HMM,
but they are only based on data sequence representations.
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As we know, an activity could be in different speed resulting
in different time duration. To solve the problem of speed, du-
ration HMM (DHMM) proposed in Refs. [15–18] included the
duration consideration into recognition procedure. But these
proposed methods focused only on data representations, with-
out spatial context (SC) consideration. On the other hand, the
approach in Ref. [19] performs behavior recognition by only
sequence of SCs (denoted as landmark), and [20] performed
behavior recognition based on SC and TC (temporal context)
only. Both methods do not consider human activities in behav-
ior recognition. As we know, a human behavior is usually per-
ceived from human activities a person performs followed by
his interactions with the surrounding environment. Thus, hu-
man behavior recognition should simultaneously consider SCs,
temporal information and activities. Based on these consid-
erations, a Hierarchical Context Hidden Markov Model (HC-
HMM) which is enabled to include these three components into
behavior recognition is proposed. The HC-HMM contains three
modules, which are devised from the hierarchical architecture
in Refs. [21–23]. As SC, activities and temporal information
have primary and secondary relationship, these three modules
are also constructed into a primary and secondary relationship.
The first module plays as the primary by selecting human be-
haviors considering the SCs. From the selected human behav-
iors, the second module then screens the candidate behaviors
according to human activities. Finally, the third module includes
the temporal information in behavior reasoning (BR). In order
to encompass the activity speed variations arisen from different
people, a DHMM is devised between the first module and the
second module, to segment and to extract activities. Thus the
second module can perform the recognition relying on only the
activity sequence, without being affected by the activity speed
variation.

By this design, the HC-HMM is also able to signal abnormal
situations. An abnormality could occur in DHMM, behaviors
reasoning or temporal reasoning, which correspond to unknown
activity, unreasonable activity and abnormal time duration. Re-
lying on the abnormal analysis, the system can be applied into
more applications. The remaining parts of the paper are de-
scribed as follows. Section 2 describes feature extraction for
activity recognition from video sequences. Section 3 presents
HC-HMM architecture. Section 4 gives the experimental re-
sults. Finally the conclusions are drawn in Section 5.

2. Feature extraction and posture recognition

To extract an activity from video stream, it is necessary to
detect the foreground objects and extract image features. A
simple and common method to detect foreground objects is
using the background model which involves subtracting with
threshold to determine foreground pixels. The pixel intensity of
a completely stationary background can be reasonably modeled
as a normal distribution with two parameters: the mean m(x)

and variance �(x). The pixel I (x) is detected as a background
pixel if the Gaussian probability

p(I (x)) = G(I (x), m(x), �(x))

is greater than a threshold value. The mean m(x) and variance
�(x) are estimated by statistics from testing video and are dy-
namically updated [1].

Based on the extracted foreground pixel, a posture is rep-
resented by a pair of histogram projection both in horizon-
tal and vertical. Then the posture estimation can be calcu-
lated by using the horizontal histogram projection H(x) and
vertical histogram projection V (x), computed through i∗ =
min1� i �k{Di}, where

Di = 1
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the i∗ is the obtained posture, which has the minimum
Kullback–Leibler (KL) distance. The k here is the number of
postures in the database. hi(x) and vi(x) are the horizontal
and vertical projection, respectively, of the ith posture.

Besides the postures, an activity should also be determined
by the composition of a sequence of motions. The motion
computed from the motion history map (MHS) [24] is also
used as the features in determining the activity. The MHS is
computed as

MHSt (x) =
{

255 x ∈ M,

max(MHSt−1(x) − 1, 0) otherwise,

where M represents the set containing motion pixels involving
frame subtraction through a threshold value. The max function
here is to ensure that the values in the motion history are al-
ways larger than or equal to zero. The posture and the MHS are
applied as the features in the following for activity recognition.

3. HC-HMM

Human behavior is composed of three components which
are surrounding environment, human activities and temporal
information. Thus, the same activities may represent entirely
different behaviors under different contexts. For instances, an
activity “walking” with SC sequence “door, sidewalk, bed” and
“bed, sidewalk, toilet”. The former behavior could be “a person
goes to bed” and the later behavior could be “a person goes to
toilet”.

According to above descriptions, behavior understanding
should take all of these contexts into considerations. Context
plays an important role in behavior understanding. The con-
texts considered should include SC such as location, interaction
equipments, etc., and TC such as time, duration, etc. In this pa-
per, a HC-HMM is devised for taking contexts into behavior un-
derstanding. The HC-HMM includes 3 reasoning components
which are spatial context reasoning (SCR) module, the BR
module, and temporal context reasoning (TCR) module. As we
know, the three components of environment, activities and tem-
poral, usually have the primary and the secondary relationship.
Under one SC, there are only some specific behaviors. In other
words, the same activity sequence under different SCs may
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Fig. 1. The architecture of the daily behavior enabled HC-HMM, which
contains the module of SCR, BR, TCR, and DHMM layer.

represent different behaviors. So SCR is designed to be the first
module of HC-HMM for supporting the BR under SC. Under
the SCR module is the BR, which is designed to infer human
behaviors under a specific SC, based on a sequence of human
activities. Finally, the third layer is the TCR module, which is
designed to take in the time constraint for each activity. In order
to extract human activities, while considering different people
may perform activities at different speed, resulting in different
time duration for each activity, a DHMM is designed as the
middle layer between the SCR module and BR module, so as to
compose human activities without being affected by the varia-
tion of time duration of activities resulted from different people.
Consequently, the HC-HMM is constructed into a hierarchical
inference structure. The upper levels serve as the primary of the
lower levels. Each module in this structure is responsible for one
component inference. With these three modules and DHMM,
the architecture is shown in Fig. 1. Fig. 2 shows the implemen-
tation diagram. The foreground object is extracted from video
sequence. History map and histogram projection are computed
from the foreground objects. By taking the history map and his-
togram projection, the activity is recognized by a DHMM. The
temporal information is also extracted by the history map. The
detected spatial locations of the foreground object are taken
into SC module for inference. In each inference state of SC
module, the activities are taken into BR module for inference.
The temporal information is taken into the TC module for in-
ference in each BR state. By the three layer inference, the daily
behavior would be recognized in the final state of SC module.

3.1. SC reasoning

Human behavior can be more or less interpreted through the
support of a sequence of SC. For example, a person is initially

in the room, then walks across the sidewalk to the bathroom,
finally back to the room. With the SC, the person possibly goes
to the toilet or has a shower instead. To use the SC for human
behavior understanding, let OSC=OSC

1 , OSC
2 , . . . , OSC

TSC
be the

context sequence observed in the SC layer, where each OSC
t

contains the context at time instant t . To reason the human
activity from observed contexts, HMM is applied in this layer.
The HMM is denoted as �SC = {�SC, ASC, BSC}, where �SC

is the initial distribution, ASC is the transition distribution and
BSC is the observation distribution. Let ASC = {aSC

ij } be the

state transition from state i to state j , and BSC = {bSC
j (OSC

t )}
represents the probability of the person approaching the context
j which is computed as bSC

j (OSC
t )=G(OSC

t , �SC
j , �SC

j ), where

G is a Gaussian distribution with mean �SC
j and variance �SC

j .
Let

�SC
t (i) = P(OSC

1 , OSC
2 , . . . , OSC

t , qSC
t = Si |�SC)

be the forward estimator of observation sequence OSC in state
i at time t , where qSC

t represents the state at time t . With
these notations, the probability of human behavior with an SC
sequence can be determined as P(OSC |�SC) =∑N

i=1�
SC
TSC

(i),

where N is the number of states of �SC .
Under the constraint condition, it is then possible to give

more precise BR, since each rational behavior is performed
under some SC situations. As behavior is the composition se-
quence of activities, between the SCR and the BR, the system
is embedded with a middle layer for activity extraction.

3.1.1. Activity feature extraction by duration-like HMM
As we know, different people may have different ac-

tivity speeds. An activity can be represented by a se-
quence of postures and motions with orders. Thus how to
use the relatively fixed postures and motions as the se-
quence landmark for accommodating duration difference is
one approach solving the time duration diversity. Here a
duration-like DHMM is adopted for solving this problem. Let
�A = (�A, AA, BA, P A) represent a human activity model with
observations OA = OA

1 , OA
2 , . . . , OA

TA
, where OA

t is the input

observation at time t . Each state in �A represents a key posture
of an activity. AA = {aA

ij } is the state transition from state i

to state j , BA = {bA
i (OA

t )} is the probability of observation
OA

t in state i, �A = {�A
i } is the initial probability of state i,

and P A = {P A
i (d)} is the probability of state i with duration

d. Also let O = {O1, O2, . . . , OT } be the frame sequence for
activity recognition, where each Ot = [�t , �t ], 1� t �T , con-
tains the detected posture �t and motion history �t , in frame t .
To take O = {O1, O2, . . . , OT } into �A for activity recogni-
tion, the frame sequence O1, O2, . . . , OT is divided into TA

segments OA
1 , OA

2 , . . . , OA
TA

based on the same postures in

a sequence. Each observation OA
t represents a sub-sequence

Ost , Ost+1 , . . . , Ost+dt−1 in O having the same posture, where
st is the starting point of the sub-sequence and dt is the length
of the sub-sequence. The state observation for DHMM is
then computed as OA

t = [�st
, 1

dt

∑st+dt−1
i=st

�i], where �st
is the
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Fig. 2. The implementation step diagram.

posture symbol of OA
t . By the forward estimator, the probability

of observation OA
1 , OA

2 , . . . , OA
TA

is computed by:

P(OA|�A) = P(OA
1 , OA

2 , . . . , OA
TA

|�A) =
NA∑
j=1

�A
TA

(j),

where NA represents the number of state for the key postures
of an activity. The probability of �A

t (j) in forward–backward
learning is computed as:

�A
t (j) = P(OA

1 , OA
2 , . . . , OA

t , qA
t = SA

j |�A)

=
⎡
⎣NA∑

i=1

�A
t−1(i) ∗ aA

ij ∗ G(di, �
A
i , �A

i )

⎤
⎦ ∗ bj (O

A
t ),

where SA
j is the state j in model �A, qA

t is the state in time
t , G is a Gaussian estimator to determine the probability with
time duration di staying in state i, �A

i and �A
i are the mean and

variance, respectively, of time duration in state i.
The activity recognition is determined through the maximiza-

tion of the observation probability of activity models under the
prior knowledge constraints of key postures and motion or-
ders for each activity. To apply the prior knowledge for activity
recognition, let QA = (qA

1 , qA
2 , . . . , qA

TA
) be the state sequence

of activity observation. Then the detected activity 	 with the
best path QA is determined by Viterbi Algorithm under prior
knowledge as follows:

	 = arg max
k

(P (qA
1 , qA

2 , . . . , qA
TA

, OA|�A
k , W)),

where W is the prior knowledge of key postures and motion
orders, and k is the activity index.

With the detected activity 	 and activity probability
P(OA|�A), the next is to carry out the BR based on the
detected activities.

3.2. Behavior reasoning (BR) with activity sequence under
the spatial context (SC)

The purpose of BR is to inference human behavior with
a sequence of activities under SC. Let 	1	2 . . . 	TBR

be
the detected activity sequence by DHMM under SC, and
P(	1)P (	2) . . . P (	TBR

) is the probability sequence cor-
responding to 	1	2 . . . 	TBR

. Then the BR is to take the
activity sequence for behavior inference by computing
the probability of P(	1, 	2, . . . ,	TBR

|�BR) with activity
sequence 	1, 	2, . . . ,	TBR

in behavior model �BR . Let
�BR = (�BR, ABR, BBR) represents a behavior model under
SC, where �BR = {�BR

i } is the initial probability in state i,
ABR = {aBR

ij } is the transition probability from state i to state

j in BR, and BBR = {bBR
i (	t )} is the probability of observa-

tion 	t in state i. The observation probability is determined by
computing the conditional probability of activity 	t at time t

in state i as bBR
i (	t ) = P(	t |Si). Then the probability of BR

under SC is computed as

P(	1, 	2, . . . ,	TBR
|�BR) =

NBR∑
i=1

�BR
TBR

(i),

where NBR is the number of states in BR layer.
Once the probability of activity-based BR is computed, the

behaviors of high probabilities are retained for recognition by

combining the SCs. Let aBR
k be the indicator showing whether

the behavior model k is retaining. Then aBR
k can be defined as

aBR
k =

{
1 if P(	1, 	2, . . . ,	TBR

|�BR
k )��,

0 otherwise,

where � is a threshold value. Then the human BR combined
with SC is computed as

P(OSC, 	1	2 . . . 	TBR
|�SC, �BR

k )

=
N∑

i=1

⎡
⎣�SC

TSC
(i) ∗

⎡
⎣NBR∑

j=1

�BR
TBR

(j)

⎤
⎦ ∗ aBR

k

⎤
⎦ ,

where �BR
t (j) = [∑NBR

i=1 �BR
t−1(i) ∗ aBR

ij ] ∗ bBR
j (	t ).
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Fig. 3. The possibility time duration function of activity “sitting” in behavior
“watching TV”.

3.3. TC reasoning

Besides SC and activities, behaviors involving different time
periods of activities could also indicate different meanings. This
TCR module is designed for taking time periods into BR. To
consider the time duration in BR, each activity k in each behav-
ior l is associated with a TCR model �T C

k,l and a possibility time
duration function bT C

k,l (Tk,l) derived from personal routine be-
haviors. One example of possibility time distribution function
associated with activity “sitting” in behavior “watching TV” is
shown in Fig. 3.

Each TCR model �T C
k,l contains four states which are the

initial state SS
k,l , abnormal state SA

k,l , normal state SN
k,l , and final

state SE
k,l . �T C

k,l would automatically enter the initial state when

activity k is detected. Then �T C
k,l would remain in initial state

for a time period TT C . After that, �T C
k,l transits to normal state

SN
k,l if bT C

k,l

(
Tk,l

)
��, or abnormal state SA

k,l if bT C
k,l

(
Tk,l

)
< �

for each time click. Once a TCR has been in SN
k,l or SA

k,l , it

would transit into final state SE
k,l and terminate when BR module

has a state transition, namely the change of activity. When the
TCR terminates, the bT C

k,l

(
Tk,l

)
representing the probability of

Tk,l for activity k under behavior l as well as the last state
will be returned to the BR module. With the results, human
behavior understanding is computed by considering the SC, TC
and activities as follows:

P(OSC, OBR, OT C |�SC, �BR
l , �T C

k,l )

=
N∑

i=1

⎡
⎣�SC

TSC
(i) ∗

⎡
⎣NBR∑

j=1

[�BR
TBR

(j) ∗ bT C
k,l (Tk,l)]

⎤
⎦ ∗ aBR

l

⎤
⎦ .

With above description, the human behaviors would be rec-
ognized according to three components of SCs, activities, and
temporal information.

3.4. Discussion of abnormal TC reasoning

An abnormal state returned from TCR module could be due
to the occurrence of (a) an unknown activity in this system,
which results in low probability of behavior, (b) an abnormal

activity which is under SC consideration, and (c) the abnormal
time duration for the activity. These three situations correspond
to error occurring during DHMM recognition, BR, and TCR.
In order to understand the situation, when an abnormal state is
returned, the behaviors are further analyzed by the following
sequence. First, the motion history of the activity is compared
with the activity model in D which contains unexpected acci-
dent samples. The abnormal situation is taken as an unknown
activity situation (a) if (max P(vt |D)��), where vt is the ac-
quired motion history and � is a threshold value. If (a) is not
satisfied, the abnormal situation is considered as an abnormity
under SC if (P(	t |OSC

t )�
), where P(	t |OSC
t ) represents the

probability of activity 	t under SC OSC
t , and 
 is a threshold

value. When both situations are not satisfied, the abnormality
is the temporal duration error as (c).

4. Experiment results

The developed system is applied in a nursing home (or nurs-
ing center) for tests. A video sequence captured from a week of
daily life is applied to train HC-HMM parameters. The video se-
quence contains 5 types of daily behaviors—“an elderly walks
to toilet and comes back for a rest”, “an elderly takes a walk
and comes back for a rest”, “an elderly watches TV and comes
back for a rest”, “a elderly goes to eat meal and comes back
for a rest”, “an elderly takes a shower and comes back for rest”
which occur under 6 types of SCs including “door”, “bed”,
“toilet”, “sidewalk 1”, “sidewalk 2”, and “window”. The video
sequence contains two elderly with these 5 types of daily be-
haviors. From the video sequence 23 segments are manually
extracted, where each video segment is composed of one daily
behavior occurred under a sequence of SCs, starting on the el-
derly getting up from the bed and ending in coming back to
the bed. There are 5 video segments for training the daily be-
havior “an elderly walks to toilet and comes back for a rest”, 4
video segments for training the daily behavior “an elderly takes
a walk and comes back for a rest”, 4 video segments for train-
ing the daily behavior “an elderly watches TV and comes back
for a rest”, 4 video segments for training the daily behavior “an
elderly goes to eat meal and comes back for a rest”, 6 video
segments for training the daily behavior “an elderly walks to
toilet and comes back for a rest”. The video segment of each
daily behavior is further partitioned into sub-video segments
(called spatial segment) based on the differences of SCs. In our
experiments, a total of 64 spatial segments are extracted. From
each spatial segment, activity segments, each composed of one
activity, are extracted. The segments of the same activity under
the same behavior in the training sequences also reveal slightly
different time durations. A total of 117 activity segments (in
3510 frames) are obtained from the 64 spatial segments in the
experiment. From each frame of these 117 activities, the his-
togram projection of motion history [24] is extracted and ap-
plied to train the parameters of DHMM. Each DHMM is com-
posed of four states and its observations are the histogram pro-
jections representing four stages of the activity: “initial stage”,
“first stage”, “second stage”, and “final stage” of an activity. In
our experiment, a total of five activities—“running”, “walking”,
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Table 1
Activity recognition rate for elderly in nursing center

Activity Our method Tao Zhao Vili Kellokumpu

Matched/total False positive Matched/total False positive Matched/total False positive

Walking 9/12 2 10/12 1 – –
Running 4/6 3 5/6 2 – –
Lying 7/8 2 – – 7/8 2
Sitting 11/15 4 – – 11/15 4
Standing 13/16 2 – – 13/16 2

Total 44/57 15/18 31/39

Fig. 4. In (a) a behavior “walking to bed” is detected, in (b) a behavior “sitting on the bed” is detected, in (c) an behavior “resting on bed” is detected, in
(d) a behavior “lying on bed” is detected, and a behavior “go to sleep” is detected by time limitation.

“sitting”, “lying”, and “standing”—are to be recognized and
therefore five DHMMs are designed in the system.

The activity sequence from each spatial segment is used to
train the parameters of the BR module under the correspond-
ing SC. In our experiment, there are three states designed for
each BR model, and each state has five observations which
are the activities “running”, “walking”, “sitting”, “lying”, and
“standing”. Then the SC sequence from each daily behavior is
used to train the parameters of SC layer. In our experiment for
each daily behavior there are six states and six observations
of the SCs “door”, “bed”, “toilet”, “sidewalk 1”, “sidewalk 2”,
and “window”.

To evaluate the performance of the system in the recognition
of human activities, behaviors, and abnormal behaviors, we
take 7 video segments which are a total of about 120 min for
testing. Although we have different elderly in training data, we
still select 3 video segments containing the different elderly
in training data, and 4 testing segments from one elderly in
training data. These videos contain the daily life behaviors such
as “going to sleep”, “going to bathroom”, “watching TV”, and
“taking a shower”, etc., We first classify the videos manually
into our defined behaviors and activities, to obtain a total of 15
daily behavior segments under different SC(s), total 49 behavior
video segments in the 12 different types of behaviors shown
in Table 3 under different activities in a SC, and a total of
57 activity segments of 5 different types of activities shown
in Table 1. Fig. 4 shows video sample frames for behavior
detection. In this video sequence, the sequence of SCs “door”,
“sidewalk”, and “bed” is extracted from the SCR. The DHMM
extracts human activities “walking” from frame 1004 to 1307,
“sitting” from frame 1911 to 2021, and “lying” from frame

Table 2
Activity recognition rate of “Fast Walking” and “Running” for normal people

Activity Our method Tao Zhao

Matched/
total

False
positive

Matched
total

False
positive

Fast Walking 3/4 2 1/4 1
Running 4/6 1 5/6 3

5762 to 5842. These activities are taken into BR under SC
“door”, “sidewalk”, and “bed”. For each activity, a TCR module
is created for the temporal information reasoning. Each TCR
model is used to determine the probability of time duration of
an activity under the spatial consideration, and the probability
is returned to BR. According to the detected time duration of
“lying”, the behavior “sleep” reveals the highest probability.
Thus, the behavior “go to sleep” is recognized from the video
frames.

The human activities detected for human behaviors recog-
nition in this paper include “walking”, “lying”, “sitting”,
“running”, and “standing”. These activities are the essential
activities of normal life at home. In this paper, the activity
recognition is performed by DHMM with a left–right model.
To reduce the noise effect to activity recognition, the video
segments for activity recognition have a minimum of 30 frames
which equals to 3 s in 10 frames per second (fps). The activity
recognition results for the test cases acquired from the nursing
center are shown in Table 1 which reveals that among the 57
activities, 44 are correctly recognized, with the recognition
rate more than 77%. The activity “running” has the lowest
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Table 3
Behavior recognition rate

Behavior Our method Nam T. Nguyen Thi V. Duong

Matched/total False-positive Matched/total False-positive Matched/total False- positive

Goes to toilet 4/4 0 4/4 2 4/4 0
Takes a shower 2/2 0 # # 2/2 0
(Stand) Stay by the side of chair for telephone 2/3 1 # # # #
Sit on chair and watch TV 4/5 1 5/5 3 4/5 3
Sit on chair to rest awhile 5/6 1 # # 5/6 1
Lie on bed to sleep 7/8 2 8/8 4 7/8 2
Sit on bed to read a book 4/5 1 # # # #
Lie on bed to rest awhile 5/6 1 # # 5/6 1
Eat Breakfast 2/3 1 3/3 3 2/3 1
Take a walk 3/3 1 2/3 1 3/3 1
Walk to window, and in a daze 2/2 0 2/2 0 2/2 0
Walk to window, and call a nurse 2/2 0 # # 2/2 0

Total 42/49 24/25 36/41

recognition rate for two reasons. First, “running” has small
amount of testing data. Secondly, the activities “walking” and
“running” of elderly are similar in test data. Therefore run-
ning is relatively less statistic and has less distinguishable
features. Table 1 also shows that among the 15 “sitting” ac-
tivity, 11 are correctly recognized, giving a relative smaller
recognition rate of 73% compared with activities “standing”
and “lying”. This is due to that activity “sitting” lies between
activities “standing” and “lying”, and therefore has postures
similar to “lying” and “standing”. The testing result obtained
using Vili Kellokumpu’s [14] and Tao Zhao’s [9] methods on
the same videos are also shown in Table 1 for comparison.
The Vili Kellokumpu’s method used only posture sequence for
activity recognition, without considering motions. Tao Zhao’s
focuses on outdoor activity recognition, and therefore adopted
the speed as a basic prior knowledge for activity recognition.
Both methods were unable to recognize several activities, as
shown by the symbol “-” in Table 1.

Besides the testing data of nursing center, the video se-
quences containing the activities “Running” and “Fast Walking”
for normal people are also applied to compare our method and
Tao Zhao’s method. The results are shown in Table 2. Although
the recognition rate of Tao Zhao’s method is better than ours
in “walking” and “running” in Table 1, Tao Zhao’s method is
worse in their recognition of activity “Fast Walking”, as shown
in Table 2.

The behavior recognition result in Table 3 shows that among
the 49 behaviors, 42 are correctly recognized, with the recog-
nition rate more than 85%. Table 3 also shows the recognition
rate of our method, Nam’s method [19] and Thi’s method [20]
on the same videos for comparison. Symbol ‘#’ represents that
the proposed method is unable to recognize the behaviors. As
mentioned, Nam’s method employed SCs for behavior recog-
nition, and Thi’s method used both SCs and temporal informa-
tion. The behaviors “Goes to toilet”, “Sit on chair and watch
TV”, “Lie on bed for sleep”, “Eat Breakfast in dining room”,
“Take a walk”, and “Walk to window and abstracted” are differ-

ent in SCs. Thus, all of the proposed methods can distinguish
these behaviors.

On the other hand, the behavior “Goes to toilet” versus
“Takes a shower”, “Sit on chair and watch TV” versus “Sit on
chair to rest awhile”, “Lie on bed to sleep” versus “Lie on bed
to rest awhile”, “Walk to window, and in a daze” versus “Walk
to window, and call a nurse” are different in temporal time du-
ration. Thus, Nam’s method which takes only SCs in the rea-
soning cannot properly differentiate the behaviors. Since Thi’s
and our method have considered the temporal time duration,
both methods can distinguish the behaviors and also have sim-
ilar performance. Although the performance is similar, but the
behavior “Sit on chair and watch TV” has more false-positive
in Thi’s method. This is due to that the time duration in Thi’s
method is associated with SCs instead of activities. Thus the
time durations of “staying aside by chair” and the followed
“sitting on chair” are considered in one continuous period in
BR. Due to this reason, if the elderly stands aside the chair for
sometime before the behavior “Sit on chair to rest awhile“, this
behavior “Sit on chair to rest awhile” would be classified as be-
havior “Sit on chair and watch TV”. In our proposed method,
since the time duration is associated with the activities, the time
duration when the elderly stands aside the chair for sometime is
associated to activity “stand”, and time duration when elderly
sits on chair to rest awhile is associated to activity “sit”. Thus
the time durations for activities in the behavior “Sit on chair
to rest awhile” can be accurately determined in the BR. Con-
sequently we have less false-positive in behavior “Sit on chair
and watch TV”.

Even so, the behavior “(Stand) Stay by the side of chair for
telephone” versus “Sit on chair and watch TV”, “Sit on bed to
read a book” versus “Lie on bed to rest awhile” differ mainly
in activities. Since Nam’s and Thi’s method do not consider the
activities in behavior recognition, they both cannot distinguish
these behaviors as shown in Table 3.

In order to evaluate the capability of abnormality detection,
we also test videos containing different abnormal situations.
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Table 4
Abnormal behavior recognition rate

Abnormal behavior Our method Sebastian Luhr/
Kosuke Hara

Detected/
total

False
positive

Detected/
total

False
positive

Accident (faint) 3/3 0 3/3 0
Unreasonable activity
(standing on bed)

2/2 0 – –

Unreasonable activity
(Running on sidewalk)

2/2 1 – –

Abnormal time duration
(sleeping too long)

1/1 0 1/1 0

The abnormal situations include accidents such as “faint”,
unreasonable activity under SC such as “standing on bed”
and “running on sidewalk” (the nursing center does not allow
running on sidewalk), and abnormal time duration such as
“sleeping too long”. Table 4 also shows the abnormal behavior
detection rate, among the 8 abnormalities and 1 false alarm, 8
abnormalities are correctly detected, with more than 90% accu-
racy, and 100% of true-positive alarm detection, which reveals
that all abnormal behaviors can be detected by our method. The
results of Sebastian’s method [25] and Kosuke’s method [26]
on the same videos are also shown on Table 4 for comparison.
The symbol “–” in Table 4 represents that the method was
unable to detect the behaviors. Despite that Sebastian’s [25]
and Kosuke’s methods also include abnormal behaviors detec-
tion, they use only the time duration in the detection. As such,
although the accident “faint” is detected to be abnormal by their
method, they cannot further reason the abnormal situations. But
due to applying the motion history on abnormality analysis,
our method can detect the accident. On the other hand, from
Table 4, we can also find that Sebastian’s and Kosuke’s meth-
ods cannot detect the abnormal behaviors “standing on bed”
and “running on sidewalk” which contain the unreasonable
activities in SCs. However, Table 4 shows that our method can
recognize these types of abnormal behaviors with relatively
high performance.

5. Conclusions

In view of the increasing necessity of elderly care, a
hierarchical-context based human behavior understanding from
video streams for a nursing center has been developed. In con-
trast to existing approaches which base on only postures and
activities, our system embeds activities and contexts into a HC-
HMM for behavior recognition. In HC-HMM, a behavior is
established by a sequence of SCs which contains activities each
of which is imposed with temporal reasoning. In this design,
the activities, SCs and TCs are integrated in BR in the different
modules. In order to obtain accurate activity recognition with
speed variation, a DHMM is adopted. The speed variation is
handled by the DHMM state duration which is determined by
a sequence of the same postures. While high level behaviors
exist only under certain contextual environments combined

with activities, this approach provides a higher potential for
behavior understanding. The developed approach has been ap-
plied to the understanding of the elderly daily life behaviors
in a nursing center. Results have indicated the promise of the
approach which can accurately interpret 42 behaviors among
49, with 85% accuracy rate. The approach is also employed
for abnormal detection which was found to have accuracy of
8 among 9 abnormalities, with 90% accuracy rate, and with
100% true-positive alarm. The proposed method is currently
applied in 2D video sequence, so the camera view and motion
directions become an important issue of feature extractions.
The system currently works in side-view with camera installed
such that the optical axis is nearly perpendicular to the en-
trance direction of the bed room. Also the video segments for
behavior recognition start from the patient leaving the bed and
end in coming to the bed. In the future, we will improve the
system to recognize daily behaviors with any starting and end-
ing points, under which situations the identification of video
segments for behavior recognition becomes much more chal-
lenging. The system is tested in the video sequences captured
from the nursing center, and a life application installation is in
the planning stage.
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